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Soliton-Type Asymptotics for the Coupled
Maxwell-Lorentz Equations

Valery Imaikin*, Alexander Komech' and Norbert Mauser

Abstract. We consider a Maxwell field translation invariantly coupled to a single
charge. This Hamiltonian system admits soliton-type solutions, where the charge
and the co-moving field travel with constant velocity. We prove that a solution of
finite energy converges, in suitable local energy seminorms, to a certain soliton-type
solution in the long time limit ¢ — Foo.

1 Introduction

We prove soliton-type asymptotics for the Maxwell-Lorentz system of the Maxwell
field coupled to a relativistic charge: each finite energy solution converges to a soli-
ton in a long-time limit. This is a generalization of the result [9] where a similar
asymptotics is proved for a scalar field. This also strengthens the result [1], where
an orbital stability of solitons is proved for the Maxwell-Lorentz system with a
non-relativistic charge. The generalizations have required a considerable develop-
ment of methods [1, 9]. In particular, we exploit strong Huygen’s principle for the
Maxwell-Lorentz equations and develop the Hamiltonian approach for canonical
transformations of the equations.

We consider a single relativistic charge coupled to the Maxwell field. If ¢(t) €
R3 denotes the position of the charge at a time ¢, then the coupled Maxwell-Lorentz
equations read

V- E(CL’,t) = p(iC - Q(t))v E(‘Tvt) =VA B(‘Tvt) - p(iC - q(t))(j(t>a

V- B(z,t) =0, B(z,t) = =V A E(z,1t), (1.1)
i(t) = w%fzu) 50 = [1BG.0)+(0) A B 0lp(e — a(0) .

Here and below all derivatives are understood in the sense of distributions. The
last line is the Lorentz force equation and the first two lines are the inhomogeneous
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Maxwell equations. E(x,t), B(xz,t) is the Maxwell field, p is the charge distribution
of the particle, on which we will comment below. We use units such that the
velocity of light ¢ = 1, eg = 1, and the mechanical mass of the charge m = 1.

We consider all finite energy solutions to the equations (1.1). An appropriate
phase space will be introduced below, but first we note that the energy integral

1
H(E,B.q.p) = 1+ + 5 / (IB@P+B@P)ds  1.2)
and the total momentum integral
P(E. Bugp) = p+ [ E(@) A B s (13)

are conserved along sufficiently smooth solution trajectories of (1.1). It is then
natural to choose as the phase space the set of all finite energy states. In fact,
(1.1) can be put into Hamiltonian form. In the canonical coordinates the energy
H is then the Hamiltonian of the system.

The charge distribution p is real-valued, sufficiently smooth, radially sym-
metric, and of compact support,

p, Vpe L*(R?),  p(x) = p;(lz]), plz) =0 for || > R, > 0. (©)

As noted in [6, 8, 9] an additional important assumption is the Wiener condition
plk) = /eikxp(x)dgx #0 for k€ R (W)

It ensures that all modes of the Maxwell field couple to the charge. In particular
the total charge p = p(0) # 0. Charge distributions satisfying both (W) and (C)
are constructed in [6, Section 10].

We will investigate the long-time behavior of all finite energy solutions to
(1.1). A set of asymptotic solutions corresponds to the charge travelling with a
uniform velocity, v. Up to translation they are of the form

Sy (t) = (Ey(x — vt), B, (x — vt), vt, py) (1.4)
with an arbitrary velocity v € V := {v € R®: |v| < 1}, where

p(y)d’y
drlo(y — o)) + My — ) .|

By(z) = VA Ay(z), Au(@) =véo(z), po= ﬁ

Ey(z) = =V, () +v -V Ay(z), du(z) :/

(1.5)
Here A = v/1 — 92 and we set z = vr) + 2L, where z| € R and vlz, € R3 for

x € R3. Below we call the solutions of type (1.4), (1.5) “solitons”. Let us note that
in [1] solitons are studied for a non-relativistic charge. Then they exist only for
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a finite range of energies. In our case of relativistic charge, we consider all finite
energy solutions, an energy of a soliton is arbitrary.

Let us discuss and summarize now our main results, the precise theorems
to be stated in the following section. One of the important issues of our paper is
the relaxation of acceleration §(t) — 0 as ¢ — £oo established in [8]. Our main
contribution is that in this case the velocity has the limits

im g(t) = va (1.6)
together with co-moving travelling fields of type (1.4). Namely, the fields are
asymptotically Coulomb travelling waves in the sense

(E(q(t) + z,t), B(q(t) + z,t)) — (Ey, (z), By, (z)) — 0 as t — +o0. (1.7)

Since the energy is conserved, the convergence here is in the sense of suitable local
norms.

Soliton-like asymptotics of type (1.7) are proved in [12] for some transla-
tion invariant 1D completely integrable equations and in [3] for translation invari-
ant 1D nonlinear reaction systems. Soliton-like asymptotics are also proved for
small perturbations of soliton-like solutions to 1D nonlinear translation invariant
Schrodinger equations [2]. For a scalar field such kind of asymptotics was studied
in [9]. For the Maxwell-Lorentz system (1.1) this asymptotics is proved in [7] under
the condition ||p||r2 < 1. Under the Wiener condition (W) without the smallness
condition, this asymptotics is proved for the first time in the present paper.

Let us note that a system of type (1.1), with a non-relativistic charge, has
been considered by Bambusi and Galgani [1], where an orbital stability of the
solitons is proved. We extend the orbital stability to the relativistic charge, and
furthermore, prove a global attraction of all solutions to the soliton manifold, which
means, in particular, its asymptotic stability. Similar global attraction is proved in
[9] for a scalar field instead of the Maxwell Field. The extension to the Maxwell-
Lorentz system (1.1) is not straightforward since it requires a detailed analysis
of corresponding Hamiltonian structure and an extension of the strong Huygen’s
principle.

Let us give a general idea of our strategy. We transfer to Hamiltonian vari-
ables. In the case of non-relativistic charge the Hamiltonian structure is used in [1].
In the present paper we use essentially the Hamiltonian structure for the case of
relativistic charge (for a scalar field this is done in [9]). Since the total momentum
P, see (1.3), is conserved, we obtain the new reduced Hamiltonian depending on
P as on a parameter and with the cyclic variable conjugate to P. We make this
by a transfer to a moving frame as in [1, 9]. Here we prove for the first time that
this transfer corresponds to a canonical transformation of the Maxwell-Lorentz
equations. We will prove that the soliton with the same total momentum P is
a critical point and the global minimum of the reduced Hamiltonian. Thus, ini-
tial data close to the soliton must remain close forever by conservation of energy,
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which translates into the orbital stability of soliton-type solutions. Note that for
a general class of nonlinear wave equations with symmetries such orbital stability
of soliton-like solutions is proved in [5]. Our argument here combine the Lyapunov
function method of [1] and [9].

Orbital stability by itself is not enough. It only ensures that initial data close
to a soliton remain so and does not yield the convergence of (t), even less the
convergence (1.7). Thus we need an additional, not quite obvious argument which
combines the limit §(¢) — 0 as t — oo, from [8], with the orbital stability in order
to establish the long time asymptotics. As an essential input we exploit retarded
field part of the solution, apply the strong Huygen’s principle for the Maxwell-
Lorentz equations, and estimate oscillations of Maxwell-Lorentz Hamiltonian along
solutions to the perturbed Maxwell-Lorentz system, cf. Section 4.

2 Main results

We first define a suitable phase space. A point in phase space is referred to as state.
Let L? denote the real Hilbert space L?(R?, R?) with the norm | - |. We introduce
the Hilbert spaces F = L? ® L? and £ = F ® R® @ R? with finite norms

I(E(z), B())ll z = |E| + |B| and [V, = [E] + |B| + |q] + |p|
for Y = (FE(z), B(x),q,p) € L. (2.1)

L is the space of finite energy states. The energy functional H is continuous on
the space £. On F and L we define the local energy seminorms by

I(E(z), B(x)||r = |E|r + |B|r and [|Y||r = |E|r + |Bl|r + |q| + |p|
for Y = (E(x), B(x),q,p) (2.2)

for every R > 0, where |- | is the norm in L?(Bg), Bg the ball {z € R?: |z| < R}.
Let us denote by Fr, Lr the spaces F, L equipped with the Fréchet topology
induced by these seminorms. Note that the spaces £ and Lr, Fr are metrizable,
but Lp, Fr are not complete.

The system (1.1) is overdetermined. Therefore its actual phase space is a
nonlinear sub-manifold of the linear space L.

Definition 2.1
i) The phase space M for Mazwell-Lorentz equations (1.1) is the metric space
of states (E(z), B(x),q,p) € L satisfying the constraints,
V-E(x)=p(x—q) and V-B(z) =0 for z € R%. (2.3)

The metric on M is induced through the embedding M C L.
ii) M7 for 0 < o <1 is the set of the states (E(z), B(z),q,p) € M such that
VE(x),VB(z) are L, outside the ball Bro with some R® = R°(Y) > 0 and

loc

E@)|+|B(@)| + |2 (|VE@)| + [VB(@)]) < C°le| 777 for |z] > R". (24)
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In the sequel we consider the space M endowed with Fréchet topology in-
duced through the embedding M C Lp.

Remarks. i) M is a complete metric space, a nonlinear sub-manifold of £. The
spaces M and M endowed with Fréchet topology are metrizable.

ii) M! is dense in M, [8, Lemma 7.4]. On the other hand, since the total
charge p = p(0) # 0, M° =  for 0 > 1 because of the Gauss theorem. By the
same reason supp F(x) cannot be a compact set in contrast to supp B(z).

Let us write the system (1.1) as a dynamical equation on M
Y (t) = F(Y (t)) for t € R, (2.5)
where Y (t) = (E(x,t), B(x,t),q(t),p(t))) € M.

Proposition 2.2 Let (C) hold and Y° = (E°(x), B®(z),¢° p°) € M. Then
i) The system (1.1) has a unique solution Y (t) = (E(x,t), B(x,t),q(t),p(t)) €
O(R, M) with Y (0) = Y.

il) The energy is conserved, i.e.,

H(Y (@) =HY" fortcR. (2.6)
iii) The total momentum is conserved, i.e.,

P(Y(t)) =P(Y°) fortecR. (2.7)

iv) The estimate holds,
lgt) <v <1, teR. (2.8)

We refer to [8], where the statements i), ii), iv) are proved. The conservation (2.7)
follows from the last equation of (3.15) of the present paper.
In [8] also the following preliminary result on asymptotics is proved.

Proposition 2.3 ([8]). Let (C), (W) hold. Let Y (t) € C(R, M) be the solution of
the Mazwell-Lorentz equations (1.1) with initial state Y° € M with some o > 1/2.
Then

4(t) — 0 ast — +oo, (2.9)

(E(Q(t) + '7t)7 B(q(t) + '7t)) - (Ev(t)(')va(t)(')) E’ Oast— :|:OO, (210)

Remark. (2.9) and (2.10) mean the convergence in the Fréchet topology of the
solution to the set of solitary waves (1.4) centered at the charge’s position.

Note that (E,)(z), By (x)) is a co-moving soliton, and convergence to a
certain fixed soliton was not yet proved. In the present paper we establish the
convergence (except for the charge’s position) to a fixed soliton. The main results
of the paper are the following two theorems. The first step is to prove an orbital
stability of solitons which extends the result [1] to the relativistic charge.
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Theorem 2.4 Let (C) hold. Fiz a certainv € V. Let Y (t) = (E(t), B(t), q(t), p(t))
€ C(R, M) be a solution to the system (1.1) with initial state Y (0) = Y° =
(E°, B°,¢° p°) € M and denote

§=1E() = Eo(- = ") +1B°() = Bu(- = ") + [p° — pol - (2.11)
Then for every e > 0 there exists a 6(g) > 0 such that
|E(q(t)+t) = Eo ()| +1B(q(t) ++,t) = Bo ()| +|p(t) —po| < € for all t € R (2.12)
provided § < §(g).
The second step is to prove the convergence to a fixed soliton.

Theorem 2.5 Let (C) and (W) hold. Let YO = (E°, BY ¢°,p°) € M7 with some
o>1/2. Let Y (t) € C(R, M) be the solution to (1.1) with Y (0) = Y°. Then there
exist the limits (1.6) and for every R > 0

lim (1Ea(t) + -, ) = Bu O)lr+ |Ba(®) + -, ) = Boy (V) = 0. (2.13)

t—+oo

Remark. Note that (2.13) follows obviously from (2.10) and (1.6). Hence, the
crucial point of the proof is just the convergence (1.6).

3 Orbital stability of solitons

The main idea is to derive the orbital stability from the energy conservation de-
veloping the Lyapunov function method [1].
3.1 Hamiltonian variables and dynamics

We set the system (2.5) into a Hamiltonian form. Set
Ey(z,t) = B(z,t)+V,(x—q(t)), where Vg, € LA(R®), Apy(z) = —p(z), (3.1)

¢, is defined uniquely. Introduce a magnetic potential A(x,t) which satisfies the
Coulomb gauge,
B(x,t) =V A A(z,t), V- Az, t) =0. (3.2)

Let us introduce the charge momentum in the magnetic field as

P(t) = p(t) + / ol — () Az, ). (3.3)

Assume that the fields E, B are sufficiently smooth, vanish at infinity, and the
equations (1.1) hold for (F, B,q,p). Then by a straightforward computation one
obtains that (A, E, g, P) obeys the following constraints and equations,

V-Ey(x,t)=0, V-A(z,t)=0, (3.4)
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Es(xvt) - 7AA(xvt) - Hs(p(x - Q(t))v(t))v A(xvt) = 7Es(xvt)7 (35)

P(t) - / oz — q(t) Az, )Pz
g(t) = =), (36)

L +(Pe) - / ple - q(t))A(Md%)?]

3
PO =Y [ ol a)un) - VAL, O, (37)
k=1

where II; is the projection to the divergence-free (solenoidal) fields. Consider the
functional

1 971/2
(B A0 P) =3 [(BLAVAR) ot |1+ (P [ oo - pa@aa)]

(3.8)
The equations (3.5), (3.6), (3.7) are Hamiltonian with the Hamiltonian functional
H(Es, A, q, P). Namely, the equations are equivalent respectively to

. 6H, .  G6H,
Esfﬂ’Affﬁ’
OH, . OH,
s s p_ UHs )
0= 55 9 (3.9)

Thus we call the variables F, A, ¢, P “Hamiltonian variables”. The conserved total
momentum (1.3) in Hamiltonian variables reads

P(Es, A, q,P) = P+/ Ey(x)AN(VAA(z))dPz = P+/ Ey(x)-VA(z)d®z, (3.10)

where we denote E - VA = 22:1 Ey - VAg; in the sequel we use the second
expression for P. It is easy to check that P(Es, A, q, P) = P(E, B, ¢,p) and

1
H.(E A q.P) = HE.Ba.p) - 5 [ IVe,@Pde,  (3.10)

where variables (Es, A,q, P) and (E, B, q,p) are connected through (3.1), (3.2),
(3.3).

We now introduce a phase space for the system (3.4) to (3.7) and state the
existence of dynamics. Set H° = L2(R3,R3), H' is the closure of C5°(R3, R3) with
respect to the norm [|Al|; = |[VA| = ||V A||p2(gs gs). Let H?, H! be the subspaces
constituted by solenoidal vector fields, namely the closure in H?, H' respectively
of C§° vector fields with vanishing divergence. Define the phase space

Mo=Hs H ¢ R ¢ R,
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where the norm of Yy = (E;, A, ¢, P) is
1Ysllmo = 1E] + | Ally + [gl + [P
Proposition 2.2 implies the following result.

Proposition 3.1 Let (C) hold, let Y2 = (E?, A°,¢°, P°) € My. Then
i) There exists a unique solution Ys(t) € C(R, My) to the system (3.4) to (3.7)
with Y,(0) = Y2.
il) The energy and the total momentum are conserved,

H,(Ys(t)) = Hy(Y)), P(Ya(t) =P(YY), teR.
iii) Consider the vector Y (t) = (E(t), B(t), ¢(t), p(t)) with

E(t) = Es(t) = Vo, (- —q(t), B(t) =V AA(t),

p(t) = P(t) - / ol — () A, ),

where (Es(t), A(t),q(t), P(t)) = Yi(t) is the solution to the system (3.4) to
(3.7) with Ys(0) = YO. Then Y (t) is the unique solution in C(R, M) of the
system (1.1) with the initial data

E°=E)-Vy,(-—q°), B°=V A,
=P~ [ e )R @),

3.2 Canonical transform and reduced system

The Hamiltonian (3.8) is invariant with respect to translations in the space R3.
Hence, it is not an appropriate Lyapunov function. We exclude the translation
degeneracy of the Hamiltonian reducing the system (3.4) to (3.7) by a canonical
transform (cf. [1], [9]). Define the following transform of the space My,

T(Es(z), A(z),q, P) = (£(z), A(z), Q, P),
where

E(x) = Es(z+q), A(z) = A(x+q), Q=¢q, P = P+/Es(x) VA(z)dz. (3.12)

The transform 7 : My — My is continuous and Fréchet differentiable at points
(Es(x), A(x), q, P) with sufficiently smooth functions Es(x), A(x), but not every-
where differentiable. Since

Ei(z)=E(x—Q), A(z) = Az — Q),q=Q,P=P — /5(:17) VA(z)dz,
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the transform is invertible. Set H (&, A, Q,P) = Hs(T (€, A, Q,P)), thus
H(E, A Q,P)
1/2

= %/(|5|2+|VAI2)d3w+ {1+ (P—/E-VAdSw—/pAd%)Q} - (3.13)

Lemma 3.2 Let Y(z,t) = (Es(x,t), A(z,t), q(t), P(t)) be a solution in C(R, M)
of the system (3.4) to (3.7). Consider

(g(xvt)vA(xvt)a Q(t),P(t)) =TY;

= (Bs(z +q(t),1), A(z + q(t), 1), q(t), P(t) + / Ey(x) - VA(w)d’x).
Then i) the constraints hold,
V-E(x,t) =0, V- Az, t) = 0; (3.14)

i) (E(z,t), A(x,t), Q(t), P(t)) is the solution in C'(R, My) of the following Hamil-
tonian system,

. O0H oH
=50 A= 5
. oH . oH
9=35 =55 (3.15)

Proof. 1) Follows from (3.4) by definition of £, A.
ii) We check, similar to [9], that the transform 7 is canonical, i.e., conserves the
canonical form. This can be seen from the Lagrangian viewpoint. We focus on
our particular case and do not develop any general theory of infinite-dimensional
Hamiltonian systems which is beyond the scope of this paper.

By definition we have H(E, A, Q,P) = Hs(FEs, A, q, P) with (£,A4,Q,P) =
T(Es, A, q, P). To each Hamiltonian we associate a Lagrangian through the Leg-
endre transformation

L : : . 0H . OH
L(Estquvq)* <A7ES>+P'q7HS(E57A7q7P)7 Esfmv q*ﬁv

. . . . . O0H . OH
E(E"?ng?Q)* <A7€>+PQ7H(€7A7Q7P)7 6—@7 Q*%

These Legendre transforms are well defined because the Hamiltonian functionals
are convex in the momenta. We claim the identity £(&,€, Q, Q) = L(FEs, Fs, ¢, q).
Clearly we have to check the invariance of the canonical 1-form,

(AEV+P-Q=(AE)+P-g. (3.16)



1126 V. Imaikin, A. Komech and N. Mauser Ann. Henri Poincaré

For this purpose we substitute

Alz) =A(g+2), Ex) =E&(q+2)+q VE(q+z),
P =P+/ES-VAd3x, Q =q.

The left-hand side of (3.16) becomes then

(A(g+ ), Es(q+x) + G- VEs(q +x)) + (P + (Es(x), VA(2))) - 4
= (A,E)+P-g

after partial integration. Since £(£,€,Q, Q) = L(Es, Fs, q,q), the corresponding
action functionals are identical when transformed by 7. The dynamical trajectories
are stationary points of the corresponding action functionals. Therefore the two
Hamiltonian systems (3.9) and (3.15) are equivalent. O

Remark. One can also check the equations (3.15) by a straightforward computa-
tion.

Since H does not depend on Q, we may think of P as of a parameter and
consider the reduced Hamiltonian

Hp (5’ 'A) =

1 g11/2
5/(|f;|2 + VAP d®z + {1+ (P—/g-VAde—/pAd%) } . (3.17)
Then &, A satisfy the reduced Hamiltonian system

1) . 1)
__ O0Hp A= Hp

é=70 e (3.18)

3.3 Soliton as global minimum of reduced Hamiltonian

The solitons in the Hamiltonian variables read
Es(x,t) = Esp(x —vt), A(z,t) = A p(x —vt), q(t) =vt, P, =p, +/ pAy,dz,

where v € V, E; , = E, + Ve, As» = 1A, and E,, A,, p, are given by (1.5).
The corresponding equations are

Esy(x) =v- VA, ,(x), (3.19)

v VEs (x) = AAs o (2) + I (p(z)v), (3.20)

P, — /p(a:)Av_rs(:r) d>x

{1 + (Pv - / p(x)Ag o () d%ﬂ

(3.21)

v = 1/2°
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0=%" / p(2)0 - V(Ag )i (2)d e (3.22)
k=1

The map v — P(v), where P(v) is the total momentum (3.10) of the soliton, is
given, [10], by

N T N AV P S Ry el IR
7)(1}) = [ﬁ + 5/ 12 d’k 2|v|3 IOg 1_ |’U| - ’U_2 . (323)

The map is differentiable and invertible, the inverse map is differentiable. Apply
the canonical transform 7 to the soliton and obtain

gv = Es,v<$)7 Av = As,v(x)- (324)

These are stationary fields and according to the reduced Hamiltonian system
(€v, Ay) is a critical point of the reduced Hamiltonian Hp,), where P(v) is the
total momentum of the soliton.

Lemma 3.3 For (£, A) € HY @ H! the lower bound holds,

1— vl

Hp@) (€ A) = Hpw) (€, Av) 2 —

(1€ = & + A = A19), (3.25)

where E,, A, are defined by (3.24).
Proof. Set E =&, +e, A=A, +a,then V-e =0,V -a=0. We have

HP(U) (gv + e, Av + a) - HP(v) (gva -Av)

1
— [(Erer VA V) Par g [(eP+ VAl doat 1+ (o m)) /2= (142 2

where

m:,/(gv.VaJre.V_Aque.Va)d?’xf/padgzr.

Since the equations (3.19) and (3.20) hold, and V - a = 0, we obtain
/(f,’v e+ VA, Va)d*z = /(&, ce—AA, - a)dPz
= /(&, e—(v-VE, —y(pv))-a)d®z = /(U-V.AU e—v-VE -a+TIl,(pv)-a)d®z
:/(U'VAU'e+v'&,~Va+v~pa7v'e~Va+v'e~Va)d3:17

:7v~m7v~/e'Vad3x.
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Then

1
(o (Eu €0 Ay +0) = Hpio (€ A) = 5 [(eP 4 [VaP)z v+ [ e Vads

L+ (o +m)2 = (L4 p2Y2 — v m.

The last line is non-negative, since the function f(p) := (1 4+ p?)*/? is convex and
V f(py) = v. Hence, we obtain (3.25). O

Remark. The calculations are close to those in [9], since the algebraic structure of

the Hamiltonian functional is similar.

3.4 Lyapunov function method: orbital stability
Let us finish the proof of Theorem 2.4. We denote by P° the total momen-
tum of the considered solution Y(t). There exists a soliton-like solution Ys 5 =
(Es5,As,5,t, Py) corresponding to some ¢ € V and having the same total mo-
mentum P () = PY. Then (2.11) implies [P — P(v)| = |P(?) — P(v)| = O(9),
hence also |0 — v| = O(6) and
|E9(@) — By(w — @)l + [ 4%) — Ay 5w — )l + [P° — Pa| = O(3) . (3.26)
Therefore denoting (£°, A%, ¢, P°) = TY? we have
Hp)(E, A°) — Hp(o) (Es5, As,5) = O(6%) . (3.27)
Total momentum and energy conservation imply for (£(t), A(t), q(t), P°) = TY,(t)
M) (E(1), A(t) = H(TY,(t)) = Hp) (%, A%) for t € R.
Hence (3.27) and (3.25) with ¢ instead of v imply
|E() = Esol + [ A() — Asally = O(6) (3.28)
uniformly in ¢ € R. On the other hand, total momentum conservation implies
P(0) = P(t) + (£(t), VA(t)) fort € R.

Therefore (3.28) leads to
P(t) — Pa| = 0(5) (3.29)

uniformly in ¢ € R. Finally (3.28), (3.29) together imply the orbital stability for
solutions Y;(t) in the space of Hamiltonian variables. By Proposition 3.1, (2.12)
follows. O



Vol. 5, 2004 Soliton-Type Asymptotics for the Coupled Maxwell-Lorentz Equations 1129

4 Convergence of velocity

To prove Theorem 2.5 it suffices to prove the existence of the limits (1.6). We com-
bine the orbital stability and the relaxation of the acceleration with a Hamiltonian
formalism for the perturbed system (1.1). We prove (1.6) only for ¢ — 400 since
the system is time-reversal. Introduce

0SCIT; 100)U(t) 1= t stu;>)T |v(t1) — v(t2)]-
1,22

The existence of the limits (1.6) follows from the following proposition.
Proposition 4.1 Let the assumptions of Theorem 2.5 be fulfilled. Then
0SC[T;400)V(t) — 0 as T — +oo0. (4.1)

Proof. The idea of the proof is as follows. We modify the trajectory of the charge
and the field part of the solution. The new trajectory and fields satisfy a new
system of equations which is a small perturbation of the system (1.1) for large t.

Step 1. We introduce the above-mentioned modification of a solution. The following
expansion holds, [8],

E(z,t) = E(T)(‘T’t) + E(O)<$7t)’ B(x,t) = B(r)(xvt) + B(O)(‘T’t)' (4.2)

Here
(500 )- / g (G ) (13)

(0@ ) =m@e( ). »

where m; and ¢; are respectively 6 x 6- and 6 x 4-matrix-valued distributions:

_— K, VAK; _( -VK: —K;
T\ ovak, K )T 0 VAR )

and K(z) denotes the Kirchhoff kernel

Kifa) = =(1e] — []).

It is important that the distributions my, g; are concentrated on the sphere {|z| =
[t|}, this means the strong Huygen’s principle for the Maxwell-Lorentz system:

me(x) =0 and g¢(x) =0 for |z| # |t|. (4.5)
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Further, in [8] the following decay is established,

e (5 )

< ol ayEwlBw)
woat [ (YR ) VW) @)

Recall that E° and BY satisfy the constraints
V-E%z) =p(x—¢"), V- -Bx) =0, reR3 (4.7)

providing that the fields defined through (4.2) to (4.4) satisfy the system (1.1).
Further, by (2.9) for every € > 0 there exists t. such that

|G(t)| < e fort>t. andt. > oc0ase—0. (4.8)

Let us consider the points

tl,e =t + 17 t2,5 = tl,s +

R, R,
——, l3c.=1 . 4.
1—5, 3,e 2,6+1_E ( 9)

Set
q3,e = Q(t3,5)a Ve = q'(t?;,a)-
Then (4.8) implies that there exists q.(t) € C?(R) such that

q(t) for € [t1e,+00),
= ' .1
(1) { Ut) == gs,e +v=(t —t3c) for te(—o0,t], (4.10)
and
|G=(t)] < Ce forall t € R (4.11)

with C > 0 independent of € € (0,1). Now set

< gﬁg ) - /; ds gi—s (@) * < p(:f(fq:f;)g?g@ ) Lz €R3, > 0. (4.12)

Here the integrand, for a fixed s, is a convolution of two distributions of &', &’
being the space of tempered distributions. One of the distributions, g;—s(-), has a
compact support by (4.5). Hence the integrand is as well a distribution of &’, and
this distribution depends continuously on s. Thus, the integral is understood as
the Riemann integral of the continuous &’-valued function on R.

Step 2. We show that the modified fields satisfy the inhomogeneous Maxwell equa-
tions, coincide with soliton fields outside a certain light cone, and coincide with
the retarded fields (E(,, B(y) in a smaller light cone.
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Lemma 4.2

i) The fields E., B. coincide with a soliton outside a light cone:
E.(z,t) = E,_(z —I(t)), Be(z,t) = By (x — (1)) (4.13)

for
|z —ge(te)| >t —t- + R,,. (4.14)

i) E., Be, q- satisfy the system

Ex(z,t) =V A Be(2,t) = p(x — 4:(1))de (1), V- Ee(x,1) = p(a — ¢z (t)),

Bo(z,t) = =V A E.(, 1), V- B.(z,t) =0, (4.15)

fort e R, x € R3.
iii) The fields E., B. coincide with Ey, B(yy in the light cone K = {|x—q(t2,c)| <
t—toe}-

Proof. i) Consider the soliton fields (E,_ (z — I(t)), By.(x — I(t)) as the solution of
the Cauchy problem for system (4.15) with initial data at —7", T' > 0. These data
equal (E~T,B~T) = (E,_(x — I(~T)), B,.(xz — I(—=T)). Let us apply the formulas
of type (4.2) to (4.4) in the case, when Cauchy data are set at —7T instead of 0.
Then we obtain

E, (z—=1(t) \ _ (' plz —1(s)) E-T
(st ) = [y woore (G550, ) +mare(5r ).
(4.16)
since for (E~7, B=T) the constrains of type (4.7) are satisfied with I(—T') instead
of ¢°. Here the last summand tends to zero in L (R3) & L (R3) (and hence in
S @ 8') as T — +oo. This follows by the bounds (4.6) using the formulas (1.5)
and |v:| < 1. Hence, proceeding to the limit as T — +oo we obtain the identity of

distributions,

Ep(x=16) ) _ [* pz —1(s))
(st )= [ samwe (L0 ) wn
Finally, in the region (4.14) the right-hand side of (4.17) coincides with (4.12) by
(4.10) and (4.5).
ii) The strong Huygen’s principle (4.5) implies that for (z,t) € Ko = {|z —
¢:(tc)| <t —t-.+ R,} and for sufficiently large t.

< giig ) - /tT ds gi—s(x) * < p(;f(fq:(f)()‘?a)@ ) : (4.18)

xr € R3 t € R with a large T independent of (z,t) € K. Introduce the fields

(B)-(5)emrr(ED).
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with (E~T,B~T) like in (4.18). Then the fields (F, B) satisfy all the equations
of (4.15) for t > —T by the same argument as in the proof of i) (the constraints
of type (4.7) for initial data are satisfied). Finally, the second summand in the
right-hand side of (4.19) tends to zero as T — +o0 like in (4.16). Hence, (E., B:)
satisfy (4.15) for all t € R.

iii) follows from (4.3), (4.12), (4.10), and (4.5). O

Step 3. Now we show that at ¢ = ¢35 . in the ball, where the modified fields are not
explicitly the soliton, they are sufficiently close to it. Indeed, we have

(Foed it

) t3.c p(x —qe(s)) — p(z —1(s))
/dsgt3,is(x)< plx — qe(t))de(s) — plx — 1(s))ve )

Hence, by (4.10), (4.11) we obtain that
|Ee (s t3,) = Eo. (- — o)l p2(Be) + | Be (5 t3,6) — Bu. (- — ge)|L2(Be) = O(e), (4.20)

where B® = {x : [ — ¢-(t.)| < 2R,/(1 —7)+ 1+ R,}.

Step 4. We now express the Lorentz force equation for ¢t > T' := t3 . in terms of
the fields E., Bc. In this region ¢ (t) = ¢(t). Thus, we can change ¢.(¢) by ¢(t) in
the equations (4.15) for E., B.:

Es(xvt) =VA B&(xvt) - p(x - q(t))Cj(t)v V- E&(xvt) = p(x - q(t)),

B.(z,t) = =V A E.(x,t), V-B.(x,t) =0 (4.21)

for t > T'. Further, one has E. = E(,y and B. = B, inside K by Lemma 4.2, iii).
Thus, for t > T in supp p(z — q(t)) we have E = E. 4+ E(, B = B. + B and
hence

iy = —LD 5= [ 1B 0 +dOA B Olpla—a(e) a1 0), 1> T,
(4.22)

10 = [1Boy(w.0) +d(0) A By, t)lp(o — alt) .
Let us transfer to Hamiltonian variables Es ., A, ¢, P, where

Esc(z,t) =3B (2,t), Be(x,t) =V AA(x,t), V-A(z,t) =0,

PO =)+ [ oo~ a®) (oD%
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Recall that the total momentum is P = er/ <(2) A (V A A(x))d>z; for a soliton
(E,, By) the total momentum is P(v) = p, + /ES () AN (VA Asp(x))d A3z

Step 5. We establish a summable decay of f(¢) and prove that Hg and P are “al-
most conserved” along a trajectory solution Y. (¢), where H(FEs, A, g, P) is defined
by (3.8).
Lemma 4.3 For o > 1/2 introduced in Proposition 2.3:

i) The following asymptotics hold:

[f()] =0@77). (4.23)
il) The oscillations of the Hamiltonian and the total momentum are small for
large T':
H,(Y:(t)) = Hs(Ye(T)) + O(T77), (4.24)
PY-(t) = P(Y-(T)) + O(T~7) (4.25)
fort>T.

Proof. 1) For f(t) the asymptotics follow from the explicit formulas (4.4), the
bounds (4.6), the estimate (2.8), and the decay (2.4) of the initial fields.

ii) By (3.11) it suffices to prove (4.24) for H(Y:(t)), where H is defined by
(1.2). One has

d 1 ) .
dt( 1+ p2 +2/(E§+B§)da:> =v-p+ (Fs, Es) + (Bs, Bs) =

v ( / (E. + 4 A B)ple — q)da + f) {E., VAB.—p(a—q)i)+(Be, ~VAEZ) = v-f,

since (E.,V A Bs) — (B:,V A E) = 0 similar to the proof of Proposition A.5 of
[8].
Similarly, one has

d
SPOL) = 1)

Then (4.24), (4.25) follow from (4.23). O

Step 6. Finally, we use the orbital stability estimate (3.25). For t > T := 3.
one has P(Y:(t)) = P(0(t)), where P(0(t)) is the total momentum of the soliton
of velocity (). From (4.25) and the differentiability of the map P(v) +— v, the
inverse map to (3.23), it follows that

OSC[T,4+00)0(t) — 0 as T — +o0. (4.26)

By the statement i) of Lemma 4.2 and (4.20) one has 0(t3 ) —v. = O(e). Together
with (4.26) this implies the bound |0(t)] < 73 < 1 for t > T. Now apply the



1134 V. Imaikin, A. Komech and N. Mauser Ann. Henri Poincaré

estimate (3.25) and get
1—o(8)]
T(lEs,E(' + q(t)v t) - Es,f}(t)|2 + HAE( + Q(t)v t) - As,f)(t) ||2)
< Hp) (Ese (- +q(t),1), Ac(- +q(t), 1) — Hpwe) (Esar), As,or))- (4.27)
Lemma 4.4 The right-hand side of (4.27) is arbitrary small uniformly int > T for
sufficiently small € and sufficiently large T .

From this lemma it follows that
0SCIT, o) [Ese (- +q(t), 1)) = 0 and  0SC[r o) [ A(- + q(t),8)[ — 0
as T'— 4o00. Indeed,

Es o (-+q(t2),t2) = Ese(-+4q(t1),t1)
= (ES,E(' + q(t2)7t2) - Es,f)(tQ))
—(Bse(-+q(t1),t1) = Es5001)) + (Ess(ta) — Es,o(t1))-
For t;,t; > T the first and the second summands are small by (4.27) and the
lemma, the third is small by (4.26), since the soliton field F, depends continuously
on v in L2. For the field A the argument is similar. Together with (4.25) this
implies 0scjz, +o0)P(t) — 0 as T' — +o0o and hence (4.1) follows. Proposition 4.1 is
proved. [l
Proof of Lemma 4.4. Denote P(t) = P(i(t)), ®(t) = (Eso(- + q(t),1), Ac(- +
q(t), 1), ®(t) = (Es5(t), As,a())- We claim that Hp ;) (R(t)) — Hp ) (P(2)) is close
to Hp 1) (®(T)) — H75(T)(<i>(T)) and the last expression is small due to (4.13) and
(4.20). Thus, it is sufficient to prove that Hp ) (®(t)) is close to Hp ) (®(T)) and

Hﬁ(t)(i)(t)) is close to Hﬁ(T)(fi)(T)). One has
Hﬁ(t)(q)(t)) - H75(T)((I>(T))
= Hp(y (1) = Hp(ry (D(1)) + Hyp ) () = Hp ) ((T))

this is small due to (4.24), (4.25). For Hp (®(t)) — Hp (®(T)) the argument is
similar. O
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